GUÍA DE LECTURA VII: Machine Learning

1. ¿Qué se entiende por Machine Learning?
2. ¿Cuál es la diferencia entre aprendizaje supervisado y no supervisado?
3. ¿Cuáles son los métodos de aprendizaje supervisado?
4. ¿Qué tareas se asocian a aprendizaje no supervisado?
5. Describa la diferencia de los diferentes conjuntos de muestras en un esquema de holdout.
6. ¿Qué entiende por overfitting? ¿Qué ocurre cuando tengo un valor de exactitud muy alto en mis datos de entrenamiento?
7. ¿Qué significa que el conocimiento es generalizable?
8. ¿Cómo se asocia el trade-off de sesgo y varianza con overfitting y underfitting?
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